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Abstract. In this paper we present an automatic speaker recognition technique with the use of the Internet radio lossy (encoded) speech signal streams. We show an influence of the audio encoder (e.g., bitrate) on the speaker model quality. The model of each speaker was calculated with the use of the Gaussian mixture model (GMM) approach. Both the speaker recognition and the further analysis were realized with the use of short utterances to facilitate real time processing. The neighborhoods of the speaker models were analyzed with the use of the ISOMAP algorithm. The experiments were based on four 1-hour public debates with 7–8 speakers (including the moderator), acquired from the Polish radio Internet services. The presented software was developed with the MATLAB environment.
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1. Introduction

Speaker recognition is an interesting type of biometric identification, because the speech signal can conveniently be recorded and used as the basis for authorization techniques to access such services as: bank accounts, voicemail, information services, admission to restricted areas, etc.

A process of speaker identification consists of the voice acquisition, analysis, and comparison with a set of voices of the previously registered speakers. Thus, features extracted from the voice of the current speaker form a model, which is compared with all stored models in order to select the most similar model, thus providing a speaker identification.

An approach to simultaneous multi-speaker recognition was already analyzed and described in [1, 15]. However, it is based on estimation of the direction of arrival of the
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speech signal in order to identify the current speaker. Such a solution requires direct access to the recording studio and the use of advanced acquisition techniques, available for the broadcasters only. Additionally, this approach is sensitive to movements of speakers and to acquisition devices. Therefore we cannot use it in our application, as we assume an access to merely the audio streams via Internet.

In our case the speaker recognition methodology should be related to signal encoding techniques. We noticed that by this means the extracted speaker voice features may be less sensitive to the transmission standard, e.g., to the common MPEG 1 Layer 3 (MP3) algorithm [7, 21].

Our goal is also to search for methods that can easily be used in portable hardware devices. It has to be noticed that the autonomous embedded systems [14, 11] should process short audio sequences to get results in real time. The algorithms used to extract voice features and form speaker models should not be computationally demanding in order to make low power consumption feasible.

An example of a such kind of algorithm is Gaussian mixture modeling, GMM. Its use for speaker identification from the spoken documents was already described in [13]. However, such speech differs a lot from the live spontaneous speech in radio. Besides, the authors of [13] focused on the speaker segmentation techniques only.

Nevertheless, the approach presented in [13], although not directly used, was an inspiration to develop a technique described in this paper. This is because the real time application requires an optimized, fast and accurate comparison between the available models. Thus only quite short speech signals could be analyzed, e.g., 1-second long recordings. This is why our research [9] was focused on a possibility of highly efficient (fast and accurate) speaker recognition form short input signals.

The first version of our system was presented in [20]. In the current paper we present an enhanced version of this system and focus on the improvement of speaker recognition accuracy from the speech coded with the use of various encoders typically used for audio data streaming.

2. Speaker recognition fundamentals

Speaker recognition is typically based on individual features extracted from voice. Such systems operate in two main stages. The first one is training and creation of the database of speaker models to be identified. The second and the most important is the testing stage, in which the input signal is processed in order to find the best match among all models stored in the previously prepared database.

![Figure 1: Schema of the automatic speaker recognition system](image-url)
In both stages many similar internal steps have to be proceeded. At the beginning, specific features are extracted from the input signal. Typically, they are mel-frequency cepstral coefficients (MFCCs) [12]. To extract them, the input signal is blockwise multiplied by a window function (in most cases the Hamming window). Then, the fast Fourier transform is computed and scaled to mel-scale with the use of mel-bank filters. Next, the logarithm of the results of this operation is computed and transformed with the use of the discrete cosine transform (DCT). A set of these (typically 13) coefficients is gathered for few seconds of recordings and modeled, which is the second major operation in both stages. To model $N \times 13$ coefficients, where $N$ stands for the number of frames, most commonly an algorithm based on GMMs is used [16]. The proper model is a sum of weighted Gaussian distributions fitting the histogram of cepstral coefficients.

In the testing stage, the just obtained model should be compared with all other models. This can be done with many metrics, e.g., with: Euclidean distance [5], Mahalanobis distance [8], Kulback-Leibler divergence [6], or log-likelihood metric [2].

The described steps are presented in Fig. 1, which is the commonly used model-based schema for the speaker recognition [9].

During our experiments we used the VOICEBOX speech processing toolbox for the MATLAB environment [4], which includes the most important functions for speech processing related to the speech analysis, synthesis, modeling, and coding. Among them are:

1. MFCC calculation — the „Melcepst” function with signal frame and sampling rate at the input and 12 MFCCs at the output

2. GMM formulation — „Gaussmix” function with MFCCs and the required number of Gaussians at the input and parameters of the GMMs at the output

3. GMM comparing and log probability calculation — „Gaussmixp” function, whose inputs are MFCCs and sets of means, variances, and weights of GMMs to compare.

Figure 2 presents an illustrative distribution of the 1st MFCC and the computed mixture of 16 Gaussians, which fit the distribution of the input data. The data comes from about 8 seconds of speaker voice who participated the public debate used in our experiments. The input signal was divided into frames, 20 ms each. For every frame 13 MFCC was calculated, and a set of 1st MFCC was modelled in this case.

An acquisition of the MP3 compressed audio stream [3] can be realized with the MATLAB DSP package, i.e., with one of its classes named AudioFileReader. It reads audio samples from the declared input file or a stream. The constructed object can call the “step” procedure, which constantly acquires the declared number of samples being processed in the background. The sample acquisition can also be organized by interrupts with the timer overflow. We have, however, chosen the “step” option because of its simplicity.
3. System description

An idea of the developed system is to acquire and process audio signals in real time from the Internet stream. The prepared software contains two main threads: play the audio stream and process the buffered stream.

The program flow is presented in Fig. 3. The audio signal is decoded from the MP3 data stream and acquired into the buffer of the length being equivalent to 1 second of recording. The audio is constantly played and in the same time it is buffered in order to provide the on-line speaker recognition. To recognize the speaker “on the fly”, the original audio stream sampled 44100 times per second is downsampled by factor 4, i.e., to the rate 11025 S/s (samples per second).

In the next step the signal is divided into frames and the MFCCs are calculated for each of them.

Then these MFCCs are expressed with parameters of the Gaussian mixture models and compared with a set of those for the previously defined speakers. The best matches for the current and for the previous speaker are presented in the graphical user interface (GUI), which is updated in real time (Fig. 4).

In order to illustrate distances between the speaker models and their neighbors the ISOMAP [17, 18] visualization has been used. This is a convenient method for nonlinear dimensionality reduction of data lying on a multidimensional manifold. To provide the neighborhood graph, models of MFCC have been computed for all of 15 speakers. Then the logarithm probabilities between each of the models have been calculated to obtain a 2-dimensional probability table (a $15 \times 15$ matrix). In the next step the same size matrix of the Euclidean distances has been computed, which is just the input for the ISOMAP graph. The calculation scheme is presented in Fig. 5.
Figure 3: General scheme of the online speaker recognition software

Figure 4: GUI of the prepared software (faces and names are blurred for privacy)

Figure 5: Scheme of the ISOMAP neighborhood graph preparation
4. Evaluation of speaker models

As was already stressed, the presented system uses compressed speech signals. Unlike results described in [19, 21], the new approach is adjusted to MP3 streams, which are typical for the compressed Internet audio. Other encoders commonly used for audio streaming over Internet, namely: Vorbis Ogg (the encoder name is Vorbis while Ogg describes the container) and WMA (developed by Microsoft), have also been considered.

To examine how these encoders influence creation of the GMMs for speech signals, distributions of the first MFCC calculated for an illustrative, variously transcoded, 5-second long test speech signal, have been modeled. This signal has been transcoded with the MP3 codec using 5 common bitrates: 192, 128, 96, 48, and 32 kbps, with the Vorbis codecs also using 5 typical bitrates: 160, 120, 96, 48, and 40 kbps, and with the WMA codec using 2 bitrates, namely 48 and 32 kbps.

Results obtained for the MP3 codec are presented in Fig. 6. It can be observed that the lower the bitrate, the smoother is the MFCC distribution. This means that with a too low bitrate, some important features can be lost.

On the top of Fig. 6, the GMMs adjusted with random initial states are shown, while those on the bottom are calculated with the initial states inherited just from the previous models. It should be noticed that the GMMs obtained with the strategy of inherited initial states are much more plausible.

The signal quality can be checked by means of the signal to noise ratio (SNR) calculated between the original and the compressed signal. The obtained results are presented in Fig 7. They show direct relation of the signal quality with the bitrate. However, for the MP3 coder the SNR difference between the most typical bitrates, namely: 128 kbps and 96 kbps is practically unobservable. That is why in a lot of the Internet streaming schemes the latter bitrate is used. However, the tested MP3 recordings were prepared with the larger bitrate equal to 128 kbps.

In Fig 7 it can also be observed that the Vorbis encoder gives better results than the other two tested coders.

5. Experimental results

To perform tests and present the results four ca. 1-hour length recordings of “Breakfast in the studio of the third program of Polish radio” („Śniadanie w trójce” in Polish) have been prepared. These utterances were performed in Polish. In the discussions participated 8 or 9 speakers, including 7 to 8 politicians and one moderator. Overall durations of statements of particular participants should be, by rule, evenly distributed. Our goal is just to check it. Manual check is cumbersome, as the time needed for this task is much greater than the length of the analyzed recording. Our system offers this result in the time almost equal to the duration of the program.

To prepare a database of speakers for the training stage, 5-second long recordings for each speaker have been used to extract cepstral coefficients. In the testing stage (i.e., for the analysis of the programs), 1-second recordings have been used. The
Figure 6: Comparison of GMMs calculated with random initial states (top) and inherited initial states (bottom) for the first MFCC of a 5-second long test speech signal coded with the MP3 standard using 5 common bitrates: 192, 128, 96, 48, and 32 kbps.
usage of such short input signals is determined by the character of the recorded conversations that included a lot of short pauses between words. In longer input signals the instants of silence and the background noise could cause incorrect speaker identification. Moreover, silence can reduce the information content of a long signal. Such aspects are widely analyzed in [10].

In order to illustrate effectiveness of our approach the results obtained for one of the programs (program No. 1) are shown in Figure 8. The obtained results was calculated online and presented just after the end of the debate.

A 2-dimensional ISOMAP used to visualize the distances between speech models of all speakers participated in the analyzed debates, is shown in Figure 9.
6. Conclusion

A proper selection of the speech models is of primary importance for the system effectiveness. In order to obtain repeatable (stable) GMMs, the strategy of inherited initial states should be used.

Although the presented system is not yet equipped with the voice activity detection (VAD) algorithm, it is precise, effective, stable, and the results of the speaker recognition are correct and fully repeatable.

In the end it worth to stress that actually the MATLAB community does not include any solution regarding similar software. We plan to share our application within the MATLAB Central File Exchange to make it publicly available.
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