Matching 3D OCT Retina Images into Super-Resolution Dataset
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Abstract—Optical coherence tomography (OCT) is the current very fast and accurate modality for noninvasive assessment of 3D retinal structure. Due to large amount of data acquired with this technique the resolution of 3D scans is limited. In this paper we present a new method for improving resolution of 3D macula scans while maintaining short acquisition time and robustness with respect to motion artifacts. Our approach is based on multi-frame super-resolution method applied to several 3D standard resolution OCT scans. Presented experiments where performed on volumetric data acquired from adult patients with the use of Avanti RTvue device. Each OCT cross-section (B-scan) was subjected to image denoising and retinal layers segmentation. The generated 3D super-resolution scans have significantly improved quality of the vertical cross-sections.
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I. INTRODUCTION

Algorithms for biometric analysis of retina images are very valuable to clinicians, as they lead to expansion of diagnostic procedures. Implementation of non-invasive diagnostic methods, such as optical coherence tomography (OCT) in modern visualization systems allows to investigate the causes of ever more frequent lesions in the eye [1].

Proper detection of retinal layers and existing pathologies is critical for diagnosis and further treatment [2]. Factors that significantly impede segmentation process are low quality of acquired images (due to heavily noisy data or uneven tissue reflectivity). Currently used algorithms in spite of high efficiency cannot cope with this type of artifacts.

Volumetric OCT scan consists of a set of measurements called A-scans representing retinal tissue in depth in a single retina point. Any vector of A-scans creates a cross-section (B-scan) in one direction, and a collection of B-scans is referred to as the 3D OCT examination.

Unfortunately, a typical 3D examination obtained with the fast scanner working in the horizontal direction will cause lower data resolution in the vertical direction. It is not possible to retrieve data between the cross-sections even with the use of interpolation algorithms. The calculated information would be inexact and not sufficient for the detailed, three-dimensional analysis of investigated pathologies or vessels modeling.

Innovative approach presented in this article involves combination of multiple 3D scans into one super-resolution scan. The proposed solution addresses this problem by approximating detailed informative content in spaces between subsequent OCT cross-sections. The data obtained from multiple examinations of macular area takes into account displacements between the scans. This will counter for the poor resolution of the retinal thickness maps produced by OCT, which is the biggest disadvantage of OCT and still remains to be solved in forthcoming OCT models [3].

II. SUPERRESOLUTION IN OCT

A. State-of-the-art

Biomedical imaging devices have limited achievable resolution due to both theoretical and practical constraints. Table 1 presents standard resolutions of the 3D OCT examinations for selected devices.


<table>
<thead>
<tr>
<th>Device</th>
<th>Topcon Triton</th>
<th>Avanti RTvue</th>
<th>Copernicus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data resolution [px]</td>
<td>256×512×992</td>
<td>141×385×640</td>
<td>100×800×1010</td>
</tr>
<tr>
<td>Volume [mm]</td>
<td>6×6×3</td>
<td>7×7×2</td>
<td>8×8×2</td>
</tr>
</tbody>
</table>

Typical 3D OCT scan acquired with the speed of 70 000 A-scans / second with the resolution of 141×385 A-scans takes approximately 0.94 second [5]. Such examination, representing a volume of 7×7×2 mm, has unequal data resolution (141×385×640 pixels, respectively) in respect to the measured tissue. An example of horizontal and vertical cross-section from such scan is illustrated in Fig. 1 (fast scanner working in the horizontal direction). As can be seen, B-scan corresponding to the vertical direction in the eye is deficient (presents discontinuities, and extrapolated data samples).
Numerous SR techniques proposed for the use in medical applications were classified by [8] into two groups: adaptive interpolation and compressed sensing methods. The first class of algorithms attempts to replicate the characteristic structures (such as edges) from LR into HR images. These are the learning methods based on the nearest neighbors interpolation [12][15], neural networks [17], confidence map [19], principal component regression [20]. One of the problems that encounter the example-based algorithms, that try to learn the relationship between the LR and HR images, is the dependence from the database that provides these image patch pairs.

The second group of methods, based on the concept of sparsity, includes total variation regularization [11], and sparse-coding-based SR [21][22]. Their disadvantage is sensitivity to characteristics of the acquisition system.

A very interesting solution presented by [12] and [19] utilized two orthogonal low resolution datasets to compose a single HR image. The conducted tests gave promising results for both CT and MRI modalities.

One of the problems encountered during the acquisition of the OCT data is the large eye movements. Nevertheless, slight discrepancies between any pair of scans in the set (caused by motion) are useful in the case of SR reconstruction. The geometric transformations detected with sub-pixel accuracy provides valuable information. Additionally, it has been proven that combination of multiple volumetric registrations provides slices of higher quality [23].

For the use in OCT imaging the multi-exposure acquisition is performed solely for noise reduction on a singular cross-section through the center of macula and optic disc [24]. Such averaging technique is not feasible for 3D retina reconstruction due to long scanning time.

B. Algorithm

In this section we propose a method for improving the density of gathered 3D data in OCT images. The general idea of maximizing informative content of volumetric retina representation comes from the problem of uneven data distribution. The algorithm will be presented on data gathered with the use of Avati RTvue device, but is applicable to any other OCT imaging devices.

Data cube for the selected device represents $141 \times 385 \times 640$ measurement points corresponding to the tissue volume of $7 \times 7 \times 2$ mm as was mentioned in Table 1. This means that the information about the retina structure between the adjacent slices is virtually unknown, and may have terrible consequences in the pathology detection.

The proposed algorithm for super-resolution dataset with detailed volumetric representation of the retina structure consists of the following steps:

I) Acquisition and preprocessing of images

To construct a HR volumetric scan, we use a set of sequentially recorded low-resolution 3D scans. Each 3D scan is centered at the macula and consists of a raster of B-scans. The number of 3D scans to be used is unlimited, although at least two are necessary. The first step includes also noise reduction by application of anisotropic diffusion filter, as was proven to be a good choice for both pathologic and healthy eyes [25].
2) **B-scans flattening**

As a preparation procedure for retina layers segmentation, that discourages strong curvature or irregularities, we perform image flattening.

This operation is based on an estimate of the most hyper-reflective retina layer, namely retinal pigment epithelium (RPE). In each column the brightest pixel is located to form a curve representing the retina shape. From this contour we remove outliers, defined as points standing out more than 25 pixels from the mean in each height of the image (in the horizontal direction). Next, the left points are fit with a second order polynomial. Based on this estimate each column is shifted up or down, generating an image in which RPE points present a flat line. This procedure is repeated for each cross-section, so that the RPE layer forms a continuous plane throughout the whole 3D scan. Additionally, every 3D scan is flattened to the same height, thus eliminating the need for data matching in the third direction (depth of the scan).

3) **Segmentation of outer retina layers**

For the purpose of generating the selective fundus reconstruction, we perform segmentation of outer retina layers: inner limiting membrane (ILM – top layer) and RPE (bottom layer). The layers segmentation is performed independently in each B-scan based on the graph analysis technique introduced in [26] and extended for pathological eyes in [27].

4) **Selective fundus reconstruction**

The volumetric data between the segmented retina layers represents the topography of retina including its vessels. A projection of pixel values in the outlined region illustrates an image of retina as seen through the OCT lens, normally called the fundus image. Such a fundus image is suitable for preliminary matching the data in 2D. It should be mentioned that reconstruction of the fundus from the segmented volume reduces the influence of noise present in the rest of the scan.
5) **Data oversampling**

To achieve a sub-pixel accuracy in the matching step, the data is first oversampled. The selected scale factor determines the precision with which the reconstructed fundus images will be aligned. For this study we selected a scale factor of 4 with bicubic interpolation.

6) **Matching of fundus images**

Each fundus image reconstructed from 3D scans can be treated as a view of the same scene (view of the retina). During this step the translation and rotation between the oversampled input images is calculated to ascertain the motion estimation. The detailed description of this step is given in section II C.

7) **Combining of 3D OCT data**

Next, based on the calculated motion estimation the volumetric data is combined into a single high resolution 3D scan. Since the tissue is already aligned to a specific depth of the scan, the combining is performed on each B-scan row independently.

Various methods can be selected for this procedure. We investigated three variations of an algorithm relying on \(k\)-nearest geometric neighbors (k-NN). Section II D details the proposed solutions.

8) **Data downsampling**

After achieving the super-resolution scan, the data is down sampled. For proper ratio between vertical and horizontal directions of the scan, the target scan has the original width. The target height, however, has the same value as the width, thus, creating a square projection of the square tissue area. This means that the information in the horizontal direction is preserved, while the data in the vertical direction is enhanced.

9) **Creation of model / Tissue segmentation**

The data samples obtained with the use of this algorithm can be further analyzed for detailed layers and vessels segmentation as well as pathology detection.

Figure 2 illustrates the described algorithm on two 3-D OCT scans.

C. **Registration step (Matching of images)**

Let us consider the SR image \(I_s\) as pixels aligned on an evenly spaced grid, and a set of \(N\) LR observations \(I_1, I_2, \ldots, I_N\) as a coarse representation of this image. We can define a relation between them, to be a result of the perspective transformation \(M_n\) with a downsampling parameter \(D_n\) in the following manner:

\[
\forall n \in (1, N) : I_n = D_n M_n I_s \quad (1)
\]

The scaling parameter \(D_n\) in the examined example has a fixed value of 1 in the horizontal direction and 2.73 in the vertical direction. In other words, a magnification of 2.73 of pixels in the vertical direction would create a square image with respect to the examined tissue area.

Through performing the motion estimation procedure on a set of LR observations we can derive the locations of each pixel from \(I_s\) image on the HR grid. This registration procedure allows us to align the \(I_n\) observations with respect to the \(I_s\) target image. The matching operation can be executed both in the spatial and frequency domain. For this step of the algorithm we utilized an implementation created by Robinson Laundon, based on the Fourier-Mellin transform [28], although other algorithms as SIFT or SURF are also appropriate.

D. **Reconstruction step (Combining of images)**

As was reported before, there are many possible algorithms for performing the reconstruction step, of which the majority is based on some variation of the nearest neighbor interpolation. Following this course of intuitive approach, we investigated the feasibility of utilizing three most promising k-NN methods for our purpose [29]. The principle of k-NN approach with \(k = 1\) is illustrated in Fig. 3 on the example of two input images.

In this scheme, the black squares represent pixels from image \(I_1\) and red squares – pixels from image \(I_2\). Both sets of pixels are already aligned after the registration step (Fig. 3a).

In the next step we create a dense grid of pixels for the target HR picture (illustrated by both black and gray squares – Fig. 3b). Black squares represent the pixels that correspond to the pixels from \(I_1\), while gray squares illustrate newly inserted pixels. It should be noted that the new pixels are added only in the horizontal direction, as that is the direction, the detailed representation is searched for.

Fig. 3c illustrates the nearest neighbors selected for each matched pixel. The final image \(I_g\) is composed of pixels from both images, as is shown in Fig. 3d.

We investigated three variants of the algorithm. In each of them the pixels used for calculating the new HR pixels are chosen differently. For the investigated approaches we are considering a single pixel in the HR grid \(p\) and its nearest pixel from each LR image \(I_n\) as \(p_n\), with \(n\) ranging from 1 to \(N\) – the number of scans used for reconstruction. The position of each \(p_n\) pixel with respect to the HR grid is calculated from the matrices \(M_n\) obtained during the registration procedure.

The details of the selected methods are described in the following subsections and illustrated in Fig. 4.

1) **1-NN method**

The simplest, fastest and crudest variation uses only 1 input pixel \((k = 1)\), as is shown in Fig. 4a. The value of the closest neighboring pixel (illustrated with red square) among all possible \(p_n\) pixels (black squares) is selected to be copied into the target image (blue square).

2) **3-NN method**

Fig. 4b demonstrates the idea of selecting 3 of the nearest pixels to contribute to the final value of \(p\) \((k = 3)\). The resulting pixel is calculated as a weighted average of the chosen three closest ones. The weights \(w_i\) for the averaging

![Figure 3](image-url)
process are defined as normalized values of inverse proportion of the distances between the selected pixels \( p_i, i \in (1, k) \) and the target pixel \( p \):

\[
p = \frac{1}{k} \sum_{i=1}^{k} w_ip_i
\]

(2)

\[
w_1 + w_2 + \cdots + w_k = 1
\]

(3)

3) R-NN method

The last method finds all pixels \( p_n \) from contributing scans, that fall into the circular region formulated from a beforehand chosen radius \( R \). Point \( p \) is set as the center of the delineated circle, as illustrates Fig. 4c. In this case the final pixel value is also calculated as the weighted average of the found pixels, with the use of equations (2) and (3). The \( k \) parameter in this method variant can be different for each pixel and is dependent on the \( p_n \) pixels that are found within the circular region.

![Variations of k-NN](image)

Figure 4. Variations of k-NN

III. EXPERIMENTS

A. Dataset

The proposed algorithms were tested on a set of three-dimensional cross-sections of macula acquired with the use of the Avanti RTvue device. The database consists of 40 scans gathered from 5 patients, for whom both eyes were examined 4 times.

The obtained samples included both healthy and diseased retinas: two of the eyes were classified with idiopathic macular hole (IMH), one with vitreomacular adhesion (VMA), two with vitreomacular traction (VMT) and epiretinal membrane (ERM), five eyes came from healthy volunteers.

The registration and reconstruction steps of the experiment were performed in the Matlab/Simulink environment. The workstation used for testing was a 64-bit PC with Windows OS, Intel i7 processor, and 8 GB RAM.

B. Results

1) Validation of the proposed solution

Standard quantitative validation approach for super-resolution algorithms is based on comparison of the generated SR image to a single HR image, either obtained with the increased resolution or being a source image for creating LR images. Such procedure is not feasible in this application, since it is not possible to acquire a 3D OCT image with increased resolution. In such case we have to refer to the subjective quality assessment by visual inspection of B-scans and fundus images.

For that, we present examples of B-scans and fundus images obtained with the earlier described method variants using various numbers of scans. Fig. 5 illustrates a vertical slice from Fig. 1b after denoising, flattening, and resizing with the bicubic interpolation. Fig. 6-8 represent the same vertical slice obtained from combining 3 scans with 1-NN, 3-NN and R-NN method variants. Fig. 9 illustrates the equivalent of Fig. 1a after performing super-resolution with 3 scans and 3-NN method.

Comparing Fig. 5 with Fig. 6-8, it is clearly visible that the proposed solution improves quality of the resulting image. Noise present in the super-resolved images is reduced and intraretinal layers are more distinguishable. Additionally, Fig. 7 and 8 show even more smoothing of the tissue, but differences between them are imperceptible, suggesting that both methods are equally effective.

![Figure 5](image)

Figure 5. B-scan in vertical direction from a single 3D scan with bicubic interpolation

![Figure 6](image)

Figure 6. Reconstructed B-scan in vertical direction, obtained from 3 scans with 1-NN method

![Figure 7](image)

Figure 7. Reconstructed B-scan in vertical direction, obtained from 3 scans with 3-NN method

![Figure 8](image)

Figure 8. Reconstructed B-scan in vertical direction, obtained from 3 scans with R-NN method

![Figure 9](image)

Figure 9. B-scan in horizontal direction obtained from 3 scans with 3-NN method
The original fundus images from 4 OCT scans obtained for one patient are presented in Fig. 10. As it can be seen, each scan demonstrates different illumination properties. Fig. 11 shows a combination of two of these scans with the use of various parameters. Fig. 12 illustrates influence of the number of input scans on quality of the super-resolved fundus image with 1-NN method.

Analyzing Fig. 11 we derived a conclusion that application of any of the proposed methods improves visibility of blood vessels especially in the upper section of fundus image with respect to any fundus image in Fig. 10. Furthermore, both 3-NN and R-NN methods present similar image quality.

It should be also noted that adaptation of the information from more than 2 scans improves the visibility and identification of vessels in fundus images, as can be seen in Fig. 12. Underexposed areas are enhanced and vessel tracks for small vessels are clearly visible. This might be useful for the application of vessels segmentation.

Time consumption analysis gives an average of 21 seconds for 1-NN method, 45 seconds for R-NN method and 81 seconds for 3-NN method. This suggests that a good quality SR OCT scan can be acquired with the use of only 1 nearest neighbor, while maintaining relatively low computational cost. Additionally, it might be sufficient to perform R-NN search, that gives similar result to the 3-NN method, but with less time consumption. The reason for that, is the number of candidates selected in the R-NN reconstruction step, which is in many cases lower than 3.

2) Selection of parameters

Another important feature of the algorithm is the selection of the number of input images. The authors of [29] postulated that for the super-resolution of a single image in both directions with scale m it is advisable to use at least $m^2$ LR frames.

Following this path of thinking for our application, were magnification is equal to m but in only one direction (the number of pixels in the second direction does not increase), we suggest that at least $m^2$ LR frames should be used to obtain a good quality SR image. This can be confirmed by careful inspection of Fig. 12, in which significant differences can be seen between Fig. 12a, 12b, and 12c (each added scan provides new information and improves quality of the fundus image). In comparison, Fig. 12d does not introduce new valuable information in comparison to Fig. 12c.

The second parameter that needs to be selected is the radius $R$ for the R-NN method variant. If the delineated circle includes more than one pixel from each LR image, a blurring effect might occur. To avoid this, we suggest that the $R$ value was slightly less than the distance between pixels in a single LR image in the vertical direction.

3) Noise reduction

Additional advantage of the proposed algorithm is noise reduction. Nearly every report on SR assumes that the noise present in LR observations is a white Gaussian noise, with equal variance in all LR images [7]. The noise present in the OCT images is a speckle type noise, and an averaging technique utilizing several scans (as 3-NN and R-NN method variants) was proven to be successful for reducing this type of noise. This is also confirmed by Fig. 9, which represents the same slice as Fig. 1a and is much less obscured by noise with visibly distinguishable tissue areas.

IV. CONCLUSIONS

The paper describes an idea of super-resolving the 3D OCT data for improved quality image analysis. The proposed solution to enhance retina images provides valuable information for detailed tissue segmentation or modeling.

Using a set of B-scan images, the algorithm performs matching and combining data based on the selectively reconstructed fundus images. The oversampling procedure assures sub-pixel accuracy, and the obtained SR scan is substantially less noisy.

Replacing the sensor in the OCT device may be very expensive. Thus the software-based super-resolution technique it is possible to obtain high resolution data in a fast and inexpensive way. One high-resolution scan is difficult to acquire for old and pathological eyes, as opposed to several small ones that take short time and can be acquired in a time period of several minutes.

The proposed research has a potential to significantly impact the clinicians’ approach to analyze retinal pathologies. The purposefulness of the described approach was confirmed by a group of ophthalmology experts.

In the future work, we plan to conduct an experimental research aimed at enhancement of computational efficiency by implementing parallel computing techniques.
Figure 11. Resulting super-resolved fundus images obtained from 2 scans with 3 variants of reconstruction method.

Figure 12. Resulting super-resolved fundus images composed of various number of input scans and 1-NN reconstruction method.